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We point out the existence of self-similarity as a function of dimension for the system of
Schrédinger equations or of the matrix elements of the tight-binding Hamiltonian in site represen-
tation on a discrete hypercubic lattice of finite size. We show how this property of self-similarity
can generate an efficient algortthm for the explicit calculation of eigenvalues and densities of states

in any dimension.

Seif-similarity or dilution symmetry is a fashionable
topic. It is discussed in connection with non-Euclidean
geometrical objects currently called fractals.!! The idea
of this concept is that there is a certain pattern on a
small scale which organizes itself in such a way as to
form a larger structure, and that the whole, analyzed on
scales of different lengths, looks exactly like the initial
pattern. Fractal objects can be defined as having this
self-similar property without having translational invari-
ance, even when real world examples of fractals usually
have both upper and lower cutoff scales for the self-
similar invariance. Recently physicists have shown in-
terest in studying critical phenomena and statistical
mechanics on a set of self-similar lattices such as the
Sierpinski gaskets or Berker lattice.?~% Self-similarity
has-also been discussed in connection with eigenfunc-
tions in incommensurate and dlsordered systems and
with densities of states for those models.’

In this paper we want to show the striking self-similar
organization as function of dimension of the system of
Schrddinger equations on a discrete hypercubic lattice of
finite size, or of the matrix elements of the tight-binding
Hamiltonian in site representation on the same type of
lattices. We will limit ourselves to regular systems for
which this approach not only allows an intuitive
“hierarchical organization of the spectrum and its con-
nection with eigenstates, but also allows us to derive a
very practical procedure for the calculation of density of
states in any dimension. Of course, as the explicit
dispersion relations can be obtained for these infinite lat-
tices by Fourier transformations, our method in this case
has the sole advantage of being very practical. For the
densities of states in two and three dimensions (3D)
analytical results are known, expressable in terms of spe-
cial functions. We reproduce them to our procedure
with a very fast numerical algorithm. Also we show re-
sults in higher dimensions which, to our knowledge,
have not been explicitly evaluated before. We think that
the application of the ideas presented here can be ex-
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tended to some kinds of problems with disorder and we
are currently working upon the algorithms suitable for
those cases.

Let us consider a nearest-neighbor hopping Hamil-
tonian of the form,

H= EEI:)(II+2(Vlz)(J{+V|J>(ll)
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where |i) are local site functions with energy E and
[i,7] is a pair of nearest-neighbor sites on a given lattice.
We will restrict ourselves here to regular lattices of finite
size of a hypercubic type. In constructing the corre-
sponding matrices we will choose the hoppmg V as the
unit of energy.

As an illustration of our ideas we will discuss in some
detail a very small system. In Fig. 1 we show a square
lattice of 4<X4 sites. The sites are numbered following
the order shown there. Then, the complete Hamiltonian
matrix of that system becomes

1 2 3 4
S 6 7 8
9 10 H 12
13 14 15 16

FIG. 1. Labeling order of site states for a 4X 4 example.

5854 ©1987 The American Physical Society

‘



E 1 0 0 1 0 0 oO
1 E 1 0 0O 1 0 o©
o 1 E 1 0 0 1 o©
0 0 1 E 0 0 0 1
1 0 0 O E 1 0 0
0O 1 0 o0 1 E 1 0
O 0 1 o0 0 1 E 1
0 0 o0 1 0 0 1 E

H=
.0 0 0 0 1 0 0 O
0 0 0 O 0 0 0.0
0O 0 0.0 0 0 1 ©
0O 0 0 0 0 0 0 1
O 0 0 O 0 0 0 O
0O 0 0 O 0.0 0 O
0O 0 0 O 0 0 0 ©
0O 0 0 o© 0 0 0 0

We can look at this matrix as follows. The states cor-
responding to the one-dimensional problem (the linear
chain of four sites) form a 4 X4 submatrix which we will
call a “paitern” of the problem,

In this case the pattern has four diagonal sites, two of
which are “surface” sites. Because of the free boundary
conditions, the nondiagonal matrix elements connect
these only to one neighbor. The central point of the ar-
gument is that the whole matrix (the finite 2D problem
based on that particular 1D problem) is obtained by re-
peating the pattern in an enlarged version,

EI 0 O
I EI1 O
H=19 1 E 1|°
0 0 I E
with
1 000
0100
I=lo o010
0 0 0 1
and
0 0 0 O
00 00O
0=10.0 0 o
0 0 0O
That is, each nondiagonal element of the pattern is re-
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0 0 0 o0 o o o0 o |
0 0 0 © 0 0 0 O
0 0 0 © 0 0 0 o0
0 0 0 © 0 0 0 O
1 0 0 O 0 0.0 0
0 1 0 © 0 0 0 O
0 0 1 0 0 0 0 O
0 0 0 1 0 0 0 O
E 1 0 0 1 0 0 O
1 E 1 0 0 1 0 0
0 1 E 1° 0 0 1 0O
0.0 1 E 0 0 0 1
1. 0 0 o E 1 0 0
0 1 0 0 1 E 1 o0
0 0 1 o0 0 1 E. 1
0.0 0 1 0 0 1 E

[
placed either by a unit or a null matrix (of a size corre-
sponding to the size of the 1D problem) following the
same sequence as given in the pattern and the diagonal
elements of the pattern are replaced by the pattern itself.

Let us comment on how this self-similar structure
looks in 3D for the problem of 4X4 X4 sites. These are
numbered following the sequence shown in Fig. 1 for the
first square and then repeating it for the subsequent
planes in the same order. A straightforward construc-
tion will show a matrix with the same structure as that
discussed above. If we forget for a moment the details

on a scale lower than 4X4, we will recognize a 16X 16

submatrix with the structure of the finite 2D problem al-
ready discussed. By recovering the 64X 64 scale vision
we will recognize that the diagonal elements correspond
to the finite 1D problem, which we called the pattern,
while hopping is represented by 4X4 unit matrices.
Proceeding by induction we can easily visualize the ma-
trix of an hypercubic cluster of any dimension.

Different rules for the enumeration of states may lead
to different patterns. An example is obtained from the
matrix of the 4 X4 square system, taking the order ob-
tained by performing decimation® on this small system.
We first separate the system of Fig. 1 into two groups,
placing each second element in the same group and then
performing the same procedure inside each subgroup,
and so on. The order obtained may be put in correspon-

dence with the old one, as follows:

new: (1,2,3,4;5,6,7,8;9,10,11,12;13,14,15,16)
old: (1,9,5,13;3,11,7,15;2,10,6,14;4,12,8,16) .

By writing the matrix we may observe that it is again
self-similar, but now with a pattern given by the follow-
ing matrix:

O = O Iy
'—-»—-hjo
Iy © —~ ©

1
1
E
0
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However, it must be pointed that even when the self-
similarity of the matrices originates from a true topolog-
ical symmetry of the problem, its obvious manifestation
depends on the ordering of the site states. If we take an
" arbitrary enumeration of states, no self-similar structure
becomes evident.

We already showed how the matrix elements for finite
systems may present a striking self-similar organization.
Now, it is interesting to inquire if this self-similarity as a
function of dimension is a true property of the Hamil-
tonian. We look at the structures of the eigenvalues
(@’s), as a function of dimension, because these are in-
dependent of the representation which is used. In Fig. 2
we show the distribution of eigenvalues for the problem
generated by four sites as a function of the dimension.
A regular hierarchical tree can be constructed. For 1D
we have four eigenstates obtained for the regular finite
chain of four sites. If we plot the center of mass of these
values as OD and join the values of 1D with it we have
the pattern of how the tree ramifies at each node. The
eigenvalues of 2D square of 4X4 site are obtained from
those of 1D, performing the indicated ramification at
each node. The same is done when going from 2D to
3D and so on. This means that each eigenvalue for a
problem in a given dimension can be derived from an ei-
genvalue of the problem in the lower dimension, the
same as the matrix elements were just the enlarged copy
of the lower dimensional pattern. From Fig. 2 we see
that the eigenvalues for a certain dimension can be
grouped in clusters containing as many elements as the
1D problem, from which the hypercube was generated,
and having the same distribution of eigenvalues as the
ID problem. The mean value of each cluster gives ex-
actly the distribution of eigenvalues of the immediately
lower dimension. This can be written symbolically as a
convolution integral,

Nyw)= [ N{(o—o')N;_(e')da’ ,

where N, (w) is the distribution that gives the density of
states per site as function of the energy o for a given di-
mension d.

Dashed lines in Fig. 2 show the upper and lower
bounds for the eigenvalues given by the Gershgorim
theorem. These limits are obtained both for infinite sam-
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FIG. 2. The distribution of eigenvalues for the system gen-
erated by four sites as a function of dimension. Notice that
some eigenvalues are degenerate.
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ples and for finite hypercubes with periodic boundary
conditions. However, this last situation involves a net-
work of interactions with a topological dimension higher
than d. We will discuss this point further ahead.

Now, it is appropriate to discuss what is the effective
dimension of a finite cluster with open boundary condi-
tions. When considering, for example, the four sites
chain it is obvious that it does not cover the whole 1D
space. In fact, half of the sites are “surface” sites. So it
is natural to seek a parameter which measures how a
finite hypercube fails to fill the embedding d-dimensional
space. The answer was suggested in Refs. 10 and 11
where an effective fractal dimensionality was defined in
terms of the bandwidth B of the spectrum. For an hy-
percubic lattice this reads

dg=B/4V .

This fractal dimension approaches the embedding space
dimension 4 when the ratio of surface sites to the bulk
sites approaches zero.!? Moreover, it allows an adequate
interpolation between hypercubes of integer dimension.
That is, it assigns an effective value 1 <d 4 <2 for a strip
of finite width, a value 2 <d s <3 for an infinite bar of
finite cross section, and so on. An interesting example
which shows the coherence of our ideas is that of just
one bar, namely, L => o« sites in the first direction, two
sites in the second direction and two sites in the third
direction. Its effective fractal dimensionality is just 2,
that of the cylinder, a two-dimensional object with
periodic boundary conditions. In Fig. 3 we give the
effective fractal dimension when accumulating L d-
dimensional hypercubes of infinite size as function of L.
As L => « ones gets a (d +1)-dimensional infinite hy-
percube.

As an application of the ideas explained, we calculate
densities of states for large enough systems to be
representative of true bulk densities of states for hyper-
cubic lattices in any dimension. Starting from the eigen-
values of the 1D problem, we generate the eigenvalues of
the higher dimensional problem following the initial pat-
tern ramification and build the histogram. We must
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FIG. 3. Effective fractal dimension as defined in the text for
L hypercubes of dimension d in a {d + 1)-dimensional embed-
ding space.
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FIG. 4. The normalized density of states of a two- (curve a),
three- (curve b), four- (curve c¢), five- (curve d), seven- (curve e),
and ten- (curve f) dimensional hypercubic lattices generated by
a pattern-repetition procedure from a 1D chain of 256 (curve
a), 64 (curve b), and 128 (curves c—f) sites. Z is the number of.
nearest neighbors.

point out that since we want a histogram within a given
/B precision, our method has no memory limitation
and is very fast. In fact, all the results shown below im-
ply very little time consumption.

In curve a of Fig. 4 we show the normalized density of
states for 2D square lattice of 126X 126 sites
(deg=1.9992). In curve b of Fig. 4 we show the same
function for a 3D simple cubic lattice originated from a
64 sites 1D chain (d4=2.9925). In both cases the den-
sities of states are well known but they have to be ob-
tained from special functions. With this procedure they
can be generated very efficiently in a straightforward
manner. The results shown here are in excellent agree-
ment with the traditional ones. The vanHove singulari-
ties manifest themselves in the proper way. In curve b
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" of Fig. 4 the small oscillations that appear in the graph

are due to the fact that the system is not large enough.
We show it explicitly in order to have a criteria for chos-
ing the size of a system to represent the bulk density of
states. It should be pointed that if we had used periodic
boundary conditions the results would be much worse
because of degeneracies imposed by the symmetries of
this case. However, the densities of states at the band

~ edges would improve slightly and one has a better fit to

the law: Ny(w)~ |o—a,|" with v=(d —2)/2 and
w,=32dV.

Let us show the densities of states corresponding to d
dimensions, where d >3, which, to our knowledge, are
not known. In curves c—f of Fig. 4 we show the density
of states for four- , five- , seven- , and ten-dimensional
hypercubes generated from the 1D system of 128 sites
[deg=d(1-310~%)]. The striking feature of these re-
sults is that no van Hove’s singularities seem' to appear
in higher dimensions. The densities of states of d dimen-
sions, where d >4 are smooth curves with continuous
first derivatives, and a maximum at the band center with
a relative width which gets smaller in relation to total
bandwidth with increasing dimension.

In summary, we pointed out the striking self-similar
organization as function of dimension of the system of
Schrodinger equations on a discrete hypercube lattice of
finite size or of the matrix elements of the tight-binding
Hamiltonian in site representation on the same type of
lattices. We showed how these problems can be written
down just by enlarging in a proper way a certain pattern
which is just the 1D system from which higher dimen-
sional lattice is generated. This self-similarity property
is a true symmetry of the problem since it also appears
in the structure of the eigenvalues, which follows a regu-
lar hierarchical tree organization as function of dimen-
sion. This property gives a very efficient algorithm for
calculating eigenvalues and densities of states for these
problems. We showed the application of the algorithm
by reproducing the well-known results for 2D and 3D
lattices and evaluating explicitly the problems of densi-
ties of states of d dimensions, where d > 3.
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